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Abstract 
 

English speaking among the youth is gaining popularity in Bhutan. The Ministry of Education and Dzongkha 

Development Commission have been trying to promote the national language through different strategies. Furthermore, 

developed interesting learning materials in Dzongkha. However, youth find it difficult even to name common fruits 

and vegetables in Dzongkha, and this is an increasing concern. The purpose of this study was to develop an automatic 

fruit recognition system in Dzongkha using machine learning techniques. Ten classes of fruits and 17 classes of veg-

etables that are found in Bhutan are considered for the study. The fruits and vegetable datasets were downloaded from 

Kaggle and Websites. Furthermore, images were augmented and rotated every 15 degrees. The dataset comprised 

405000 images. The model was trained and deployed using customized VGGNet and Gradio.  The training and vali-

dation accuracy of the proposed model was 97.76% and 97.80% respectively. 
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1. INTRODUCTION 
Language defines the essential trait of nation-

ality ( Pott, 1856, as cited in Van Driem, 2014). Fur-

thermore, Emil Cioran 1987 as cited in (Van Driem, 

2014) stated that the people do not reside in the 

country but rather in the language. The government 

of Bhutan has been trying to promote the national 

language of Bhutan in both written and spoken ex-

pression. In addition, there are vivid executive or-

ders and even the Royal decree stating that Dzong-

kha should be used in all official correspondences. 

However, the English language has been the popu-

lar language used amongst the youth in Bhutan and 

official correspondences. Dzongkha Development 

Commission’s survey conducted in 2017 revealed 

that of the 43 government offices surveyed, only 

10% used Dzongkha, while the rest used English 

for official correspondence. 

The Ministry of Education and Dzongkha De-

velopment Commission have been developing ex-

citing courses and reading materials in Dzongkha. 

However, the recommendation that was given by 

the National Council to teach history and other sub-

jects in Dzongkha had to be dropped due to a lack 

of interest from students and insufficient Dzongkha 

teachers (Kuensel, 2017). Despite having ample 

reading materials in Dzongkha, students are inter-

ested in English. As a result, youth are not able to 

name common fruits and vegetables found in Bhu-

tan in Dzongkha which is an increasing concern for 

both parents and the government of Bhutan. 

The main objective of this study was to train 

and deploy a Machine Learning model for the de-

tection and recognition of common fruits and vege-

tables found in Bhutan in the Dzongkha. This paper 

is organized as follows. Section 2 discusses related 

works followed by methodology in section 3. The 

results and discussion are explained in section 4 fol-

lowed by a conclusion in section 5. 

  

2. RELATED WORK 
Computer Vision and Deep Learning have 

been used in various fields for visual inspection 

(Gomes & Leta, 2012). In agriculture, these tech-

nologies are used for disease and weeds detection, 

fruits recognition (Muresan & Oltean, 2018) and 

vegetable classification (Zeng, 2017). Furthermore, 

researchers and scholars are using these algorithms 

for bruise (Du et al., 2020), and freshness detection 

(Valentino et al., 2021), classification of fruits 

based on sizes, pest control, analysis of shapes and 

colour of cereals. There are numerous robotics ap-

plications implemented in the agriculture domain 

from these state-of-the-art algorithms. 

Robotic platforms and technologies have been 

facilitating the agricultural sector in automation 

such as automating plantation, harvesting, weeds 
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detection (Jin et al., 2022), estimation of yield, and 

automatic counting (Song et al., 2014). Using deep 

neural networks Sa et al. (2016) built an accurate, 

fast, and reliable fruit detection system. Similarly, 

a robotic vision system was used with Faster R-

CNN for multi-class fruit detection (Wan & 

Goudos, 2020). Koirela et. al. (2019) implemented 

and compared different deep-learning algorithms to 

detect mango fruits. They have compared Faster R-

CNN based on VGG and ZF architectures. Further-

more, YOLOv3 and YOLOv2 were trained using an 

image resolution of 512 x 512 pixels. The authors 

have proposed MangoYOLO architecture based on 

attributes of YOLOv2 and YOLOv3 that outper-

formed other deep learning algorithms. 

Furthermore, machine vision was used for 

multiple fruits and vegetables detection and grading 

(Varghese et al., 2021). They have taken real-time 

fruit or vegetable images and extracted features for 

data processing. The system detected the chemical 

ripening of the fruits or vegetables and also pre-

dicted the shelf life of the fruits. Moreover, the 

identification and detection of fruits are vital pre-

requisite tasks for automatic yield prediction (Mai 

et al., 2020). 

CNN-based methods were used to classify and 

identify vegetable leaf disease (Jaiswal et al., 2021). 

The new dataset was created using an open database 

of Plant Village. The customized dataset comprised 

five classes of diseased and healthy leaves. The ac-

curacy obtained by sequential and GoogLeNet 

models were 98.48% and 97.47% respectively. In 

addition, the Visual Geometry Group (VGG) model 

was used for image classification. VGG model was 

based on the Convolutional Neural Network (CNN) 

proposed by Simonyan & Zisserman (2014). The 

VGG-16 was the runner-up in the ILSVRC chal-

lenge 2014. The model obtained 92.7% top-5 test 

accuracy in ImageNet. In this study, our proposed 

model was based on the VGG model. However, we 

used 8 layers (VGG-8). 

 

3. METHODOLOGY  
Figure 1 shows the overview of the study con-

ducted. The literature studies were conducted to se-

lect state-of-the-art computer vision algorithms. 

Furthermore, the best practices for image acquisi-

tion and image pre-processing methods were stud-

ied during the literature review. The Dzongkha 

fruits and vegetable detection model was trained 

and deployed using VGGNet and Gradio respec-

tively. In the following section, each phase is dis-

cussed in detail. 

 

 
Fig. 1 Overview of the proposed study 

 

3.1 Data Acquisition 

Data collection is one of the most important 

phases of machine learning end-to-end projects. In 

object classification, images have been collected in 

different lighting conditions, distances, and angles 

to train robust models. In addition, the resolution of 

the images affects accuracy. However, dataset 

downloaded from Kaggle and websites do not have 

these variation.  

 

 
Fig. 2 Ten classes of fruits and 17 classes of vege-

tables 

 

In this study, the fruit and vegetable images 

were downloaded from Kaggle (Seth, 2020). Let-

tuce and spinach have similar features. As a result, 

spinach was removed. Similarly, the radish was ex-

cluded from training the model. Furthermore, im-

ages were downloaded from websites using Fatkun 

bulk downloading extension tools. The dataset con-

sisted of 10 classes of fruits: apple (ཨེ་པཱལ), banana (ངང་

ལག), grapes (ཆུ་རྒུན་འབྲུམ), kiwi (ཡོ་བིརཱི), mango (ཨམ་ཅུ་ཀུ་ལི), or-

ange (ཚལ་ལུ), pear (གི), pineapple (རྒྱ་ནག་ཀོང་ཙ)ེ,water-

melon (ཁ་རི་མུ་ཟ), pomegranate (སིན་འབྲུ), and 17 classes 

of vegetables: cabbage (འདབ་མ་ཀོ་པི), bean (སྲནམ་ཅུམ), cau-

liflower (མེ་ཏོག་ཀོ་པ)ི, carrot (ལ་ཕུག་དམརཔ)ོ, chili (ཨེ་མ), gar-

lic (སྐྱ་སོགཔ), ginger (ས་ས), lettuce (ཧོ་སེས་པད་ཚོད), onion (སོགཔ), 
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tomato (བླམ་བན་ད), turnip (གཡུང་རོག), potato (ཀེ་བ), pea (བོད་

སྲནམ), eggplant (དོ་ལོམ), cucumber (གོན), corn (ཨ་ཤོམ), 

lemon (ཧུམ་ཅུང) as shown in figure 2.  

 

3.2 Image Preprocessing 

Data cleaning is a paramount step in Machine 

Learning. Researchers spend quality time in data 

pre-processing. In this preprocessing phase, several 

images were created from a single image as illus-

trated in figure 3. Using the original image, 24 im-

ages were generated after every 15-degree angle. 

Furthermore, images were reduced to 64 x 64 reso-

lutions. The reduction of image size helps to train 

models faster. However, the features of the images 

are compromised. Each class consisted of randomly 

selected 1500 images in the final dataset. 

Machine Learning models take vectors to 

train the model. Consequently, images are con-

verted into numbers using the python pickling 

library. As a result, training time was reduced. 

Feeding images to the model during the train-

ing tends to take more time. The dataset was 

divided into training and validation sets of 70% 

and 30% respectively. 

 

  
Fig. 3 Generation of images from a single image by 

rotation 

 

3.3 Model Training and Deployment 

The CNN-based model called VGG was pro-

posed by Simonyan & Zisserman (2014). The au-

thors proposed 16 layers to classify 1000 objects of 

image size 224 x 224. However, we used 8 layers 

(VGG-8) with an image size of 64 x 64. Figure 4 

shows the proposed architecture adapted from 

VGG16 (Simonyan & Zisserman, 2014) model. 

There are six convolutional layers and three max-

pooling layers for feature extractions followed by 

two dense layers for classification. In addition to 

these layers, batch normalization and dropout ratio 

were added. In each block, two convolutional layers 

were stacked followed by the batch normalization, 

max pooling, and dropout layers as shown in figure 

4. The number of filters used for the first block was 

64 each with a filter size of 5 x 5. However, in the 

second and third blocks, the filters used were 64 and 

32 respectively with the same filter size of 3 x 3. 

The dropout ratio used was 0.25 in each block. 

 

 
Fig. 4 The proposed architecture of the Bhutanese 

Fruits and Vegetables recognition Model 

 

The filters analyze and extract features from 

the images. A different number of filters are used to 

extract various features from the images such as 

edges, colors, and vertical and horizontal lines that 

contribute to training the model for the classifica-

tion task. However, batch normalization and drop-

out are applied in the neural network to improve the 

performance of the model by mitigating covariate 

shift and overfitting respectively. The max pooling 

reduces the dimension of the images by removing 

the pixels. The relu activation function was used in 

each of the convolutional layers. However, in the 

last layer of classification, the softmax activation 

function was used to distribute probability between 

27 classes. The class with the highest probability 

would be predicted class by the model. 

In the classification layer, the first dense layer 

consisted of 512 neurons to compute the weights of 

the classes. These weights are learned in forward 

and backward propagation. Using the last layer with 

the softmax activation function, the model predicts 

one of the classes. The model was trained for 50 

epochs and using the gradio python library the 

model was deployed for testing.   

 

4. RESULTS AND DISCUSSION  
The proposed model was trained using Google 

Colab. A Tesla T4 graphic card was allocated for 

the training. T4 has 320 Turing Tensor cores, 2560 

NVIDIA Cuda cores, and 16 GB GDDR6 memory 

capacity with 320+ GB/s bandwidth. However, 

Google Colab free allows 12 hours of training. As 

a result, the image size was reduced to 64 x 64, and 

only six convolutional layers were implemented. 



ZorigMelong: A Technical Journal Vol.8 Issue 1 (2023) 

 

4 

The early stopping mechanism with the pa-

tience three was implemented. Training stopped at 

50 epochs with training and validation accuracy of 

97.76% and 97.80%% respectively. Figure 5 shows 

the accuracy and loss comparison of training and 

validation data over 50 epochs. Training accuracy 

rose gradually. However, validation accuracy rose 

at the beginning and experienced a fluctuating trend 

till 25 epochs. Similarly, the loss validation ob-

served a fluctuating trend until the 37 epoch. How-

ever, training loss plummeted at the beginning 

epochs and remained constant after 30 epochs as 

shown in figure 5. 

   
Fig. 5 Accuracy and loss of the model training: (a) 

accuracy vs. epoch and (b) loss vs. epoch 

 

 
Fig. 6 Confusion matrix of fruits and vegetables 

 

  The confusion matrix’s index 0-26 are the 

names of the fruits and vegetables as shown in Ta-

ble 1. For example, indices 21 and 22 are pineapple 

and pomegranate respectively. The performance of 

the proposed model is shown in figure 6. The high-

est misclassification class was chili with 35 images 

followed by cucumber with 29 images of misclas-

sification. However, all images of grapes and or-

ange classes were correctly classified followed by 

carrot with one misclassified image as shown in fig-

ure 6. It was observed that 13 images of apples were 

classified as pomegranate, 12 images of onion as 

garlic, and 11 images of pear as lemon. We found 

that the probability of misclassification is higher 

with classes having similar features such as apple 

and pomegranate. 

Table 1. Fruits and vegetable name in English and 

Dzongkha 

Index English Dzongkha 

0 Apple ཨེ་པཱལ 

1 Banana ངང་ལག 

2 Bean སྲནམ་ཅུམ 

3 Cabbage འདབ་མ་ཀོ་པ ི

4 Carrot ལ་ཕུག་དམརཔ ོ

5 Cauliflower མེ་ཏོག་ཀ་ོཔ ི

6 Chili ཨེ་མ 

7 Corn ཨ་ཤོམ 

8 Cucumber གོན 

9 Eggplant དོ་ལོམ 

10 Garlic སྐྱ་སོགཔ 

11 Ginger ས་ས 

12 Grapes ཆུ་རྒུན་འབྲུམ 

13 Kiwi ཡོ་བིརཱ ི

14 Lemon ཧུམ་ཅུང 

15 Lettuce ཧོ་སེས་པད་ཚོད 

16 Mango ཨམ་ཅུ་ཀུ་ལ ི

17 Onion སོགཔ 

18 Orange ཚལ་ལུ 

19 Pea བོད་སྲནམ 

20 Pear གི 

21 Pineapple རྒྱ་ནག་ཀོང་ཙ ེ

22 Pomegranate སིན་འབྲུ 

23 Potato ཀེ་བ 

24 Tomato བླམ་བན་ད 

25 Turnip གཡུང་རོག 

26 watermelon ཁ་རི་མུ་ཟ 

 
  

 Table 2 displays the classification report of 

each class. The carrot has a distinct shape and col-

our. Consequently, the carrot class was observed 



ZorigMelong: A Technical Journal Vol.8 Issue 1 (2023) 

 

5 

with the highest percentage of classification. How-

ever, peas, apples, chili, and beans obtained the 

lowest precision, recall, and f1-score respectively. 

Nevertheless, the weighted average of all the clas-

ses was 98%. 

 

 

Table 2. Classification report consisting of pre-

cision, recall, and f1-score 

Class 
Precision 

(%) 
Recall 

(%) 
F1-score  

(%) 

apple        0.99 0.94 0.96 

banana        0.99 0.98 0.99 

bean        0.95 0.95 0.95 

cabbage        0.97 0.97 0.97 

carrot        1.0 1.0 1.0 

cauliflower        0.98 0.99 0.99 

chili        0.97 0.92 0.95 

corn        0.97 0.97 0.97 

cucumber        0.98 0.94 0.96 

eggplant        0.99 0.99 0.99 

garlic        0.97 0.98 0.97 

ginger        0.97 0.99 0.98 

grape       0.98 1.0 0.99 

kiwi       0.99 0.98 0.98 

lemon        0.97 0.99 0.98 

lettuce        0.96 0.98 0.97 

mango        1.0 0.98 0.99 

onion        0.99 0.97 0.98 

orange       0.98 1.0 0.99 

pea       0.94 0.98 0.96 

pear        0.99 0.96 0.97 

pineapple        0.97 0.98 0.97 

pomegranate        0.97 0.99 0.98 

potato        0.98 1.0 0.99 

tomato        0.98 0.97 0.97 

turnip        0.97 0.98 0.97 

watermelon        0.97 0.99 0.98 

weighted avg        0.98 0.98 0.98 
 

The graphical user interface was designed us-

ing the gradio library. Images can be uploaded or 

dragged and dropped to predict the class. The 

model predicts the class as shown in figure 7 and 

figure 8 on clicking the submit button. To test with 

different fruit and vegetable images, first clear the 

uploaded image by clicking on the clear button. 

 

 
Fig. 7 Cabbage detection by the system 

 

 
Fig. 8 Fruits and vegetables recognized in Dzong-

kha using the system 

 

5. CONCLUSION  
In this study, fruits and vegetable recognition 

system in Dzongkha was developed and tested us-

ing the VGGNet model. The proposed VGG-8 

model consisted of six convolutional layers and two 

dense layers. The convolutional layers were divided 

into three blocks. In each block, two convolutional 

layers were stacked consecutively followed by 

batch normalization, max-pooling, and dropout. 

The early stopping mechanism was used and train-

ing stopped after 50 epochs. The training and vali-

dation accuracy was 97.76% and 97.80%% respec-

tively with the minimum training loss of 0.746. 

However, the performance of the model requires 

further improvement. 

The performance of the model can be enhanced 

by using high-resolution images and deeper layers. 

In addition, a new image dataset could be collected 

with varying angles and distances to increase the ef-

ficiency of the recognition system. Furthermore, 

various classification models could be evaluated 

such as the YOLO and deploy using mobile appli-

cations. 
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